
TRANSCATION CONCEPTS: 

A transaction can be defined as a group of tasks. A single task is the 
minimum processing unit which cannot be divided further. 

Let’s take an example of a simple transaction. Suppose a bank employee 
transfers Rs 500 from A's account to B's account. This very simple and small 
transaction involves several low-level tasks. 

A’s Account 

Open_Account(A) 

Old_Balance = A.balance 

New_Balance = Old_Balance - 500 

A.balance = New_Balance 
Close_Account(A) 

B’s Account 

Open_Account(B) 

Old_Balance = B.balance 

New_Balance = Old_Balance + 500 

B.balance = New_Balance 
Close_Account(B) 

ACID Properties 

A transaction is a very small unit of a program and it may contain several 
lowlevel tasks. A transaction in a database system must 
maintain Atomicity, Consistency, Isolation, and Durability − commonly 
known as ACID properties − in order to ensure accuracy, completeness, and 
data integrity. 

 Atomicity − This property states that a transaction must be treated as 
an atomic unit, that is, either all of its operations are executed or none. 
There must be no state in a database where a transaction is left partially 
completed. States should be defined either before the execution of the 
transaction or after the execution/abortion/failure of the transaction. 

 Consistency − The database must remain in a consistent state after 
any transaction. No transaction should have any adverse effect on the 
data residing in the database. If the database was in a consistent state 
before the execution of a transaction, it must remain consistent after 
the execution of the transaction as well. 



 Durability − The database should be durable enough to hold all its 
latest updates even if the system fails or restarts. If a transaction 
updates a chunk of data in a database and commits, then the database 
will hold the modified data. If a transaction commits but the system fails 
before the data could be written on to the disk, then that data will be 
updated once the system springs back into action. 

 Isolation − In a database system where more than one transaction are 
being executed simultaneously and in parallel, the property of isolation 
states that all the transactions will be carried out and executed as if it 
is the only transaction in the system. No transaction will affect the 
existence of any other transaction. 

Serializability 

When multiple transactions are being executed by the operating system in a 
multiprogramming environment, there are possibilities that instructions of 
one transactions are interleaved with some other transaction. 

 Schedule − A chronological execution sequence of a transaction is 
called a schedule. A schedule can have many transactions in it, each 
comprising of a number of instructions/tasks. 

 Serial Schedule − It is a schedule in which transactions are aligned in 
such a way that one transaction is executed first. When the first 
transaction completes its cycle, then the next transaction is executed. 
Transactions are ordered one after the other. This type of schedule is 
called a serial schedule, as transactions are executed in a serial 
manner. 

In a multi-transaction environment, serial schedules are considered as a 
benchmark. The execution sequence of an instruction in a transaction cannot 
be changed, but two transactions can have their instructions executed in a 
random fashion. This execution does no harm if two transactions are 
mutually independent and working on different segments of data; but in case 
these two transactions are working on the same data, then the results may 
vary. This ever-varying result may bring the database to an inconsistent 
state. 

To resolve this problem, we allow parallel execution of a transaction 
schedule, if its transactions are either serializable or have some equivalence 
relation among them. 

Equivalence Schedules 



An equivalence schedule can be of the following types − 

Result Equivalence 

If two schedules produce the same result after execution, they are said to be 

result equivalent. They may yield the same result for some value and 
different results for another set of values. That's why this equivalence is not 
generally considered significant. 

View Equivalence 

Two schedules would be view equivalence if the transactions in both the 
schedules perform similar actions in a similar manner. 

For example − 

 If T reads the initial data in S1, then it also reads the initial data in S2. 
 If T reads the value written by J in S1, then it also reads the value 

written by J in S2. 
 If T performs the final write on the data value in S1, then it also performs 

the final write on the data value in S2. 
Conflict Equivalence 

Two schedules would be conflicting if they have the following properties − 

 Both belong to separate transactions. 

 Both accesses the same data item. 

 At least one of them is "write" operation. 

Two schedules having multiple transactions with conflicting operations are 

said to be conflict equivalent if and only if − 

 Both the schedules contain the same set of Transactions. 

 The order of conflicting pairs of operation is maintained in both the 

schedules. 

Note − View equivalent schedules are view serializable and conflict 
equivalent schedules are conflict serializable. All conflict serializable 
schedules are view serializable too. 

States of Transactions 

A transaction in a database can be in one of the following states − 

 



 Active − In this state, the transaction is being executed. This is the 
initial state of every transaction. 

 Partially Committed − When a transaction executes its final operation, 
it is said to be in a partially committed state. 

 Failed − A transaction is said to be in a failed state if any of the checks 
made by the database recovery system fails. A failed transaction can 
no longer proceed further. 

 Aborted − If any of the checks fails and the transaction has reached a 
failed state, then the recovery manager rolls back all its write operations 
on the database to bring the database back to its original state where 
it was prior to the execution of the transaction. Transactions in this state 
are called aborted. The database recovery module can select one of 
the two operations after a transaction aborts − 

o Re-start the transaction 

o Kill the transaction 
 Committed − If a transaction executes all its operations successfully, 

it is said to be committed. All its effects are now permanently 
established on the database system. 

 

Transaction Isolation Levels in DBMS 
  

As we know that, in order to maintain consistency in a database, it follows ACID 

properties. Among these four properties (Atomicity, Consistency, Isolation, and 

Durability) Isolation determines how transaction integrity is visible to other users and 

systems. It means that a transaction should take place in a system in such a way that it is 

the only transaction that is accessing the resources in a database system.  

Isolation levels define the degree to which a transaction must be isolated from the data 

modifications made by any other transaction in the database system. A transaction 

isolation level is defined by the following phenomena –  

  

 Dirty Read – A Dirty read is a situation when a transaction reads data that has not yet 

been committed. For example, Let’s say transaction 1 updates a row and leaves it 

uncommitted, meanwhile, Transaction 2 reads the updated row. If transaction 1 rolls 

back the change, transaction 2 will have read data that is considered never to have 

existed. 

 Non Repeatable read – Non Repeatable read occurs when a transaction reads the 

same row twice and gets a different value each time. For example, suppose 

transaction T1 reads data. Due to concurrency, another transaction T2 updates the 



same data and commit, Now if transaction T1 rereads the same data, it will retrieve a 

different value. 

 Phantom Read – Phantom Read occurs when two same queries are executed, but the 

rows retrieved by the two, are different. For example, suppose transaction T1 retrieves 

a set of rows that satisfy some search criteria. Now, Transaction T2 generates some 

new rows that match the search criteria for transaction T1. If transaction T1 re-

executes the statement that reads the rows, it gets a different set of rows this time. 

Based on these phenomena, The SQL standard defines four isolation levels :  

  

1. Read Uncommitted – Read Uncommitted is the lowest isolation level. In this level, 

one transaction may read not yet committed changes made by other transactions, 

thereby allowing dirty reads. At this level, transactions are not isolated from each 

other. 

2. Read Committed – This isolation level guarantees that any data read is committed at 

the moment it is read. Thus it does not allow dirty read. The transaction holds a read 

or write lock on the current row, and thus prevents other transactions from reading, 

updating, or deleting it. 

3. Repeatable Read – This is the most restrictive isolation level. The transaction holds 

read locks on all rows it references and writes locks on referenced rows for update 

and delete actions. Since other transactions cannot read, update or delete these rows, 

consequently it avoids non-repeatable read. 

4. Serializable – This is the highest isolation level. A serializable execution is 

guaranteed to be serializable. Serializable execution is defined to be an execution of 

operations in which concurrently executing transactions appears to be serially 

executing. 

The Table is given below clearly depicts the relationship between isolation levels, read 

phenomena, and locks :  

 

 

Concurrency control concept comes under the Transaction in database management 

system (DBMS). It is a procedure in DBMS which helps us for the management of two 
simultaneous processes to execute without conflicts between each other, these conflicts 
occur in multi user systems. 

Concurrency can simply be said to be executing multiple transactions at a time. It is 
required to increase time efficiency. If many transactions try to access the same data, 
then inconsistency arises. Concurrency control required to maintain consistency data. 

For example, if we take ATM machines and do not use concurrency, multiple persons 

cannot draw money at a time in different places. This is where we need concurrency. 

Advantages 



The advantages of concurrency control are as follows − 

 Waiting time will be decreased. 
 Response time will decrease. 

 Resource utilization will increase. 
 System performance & Efficiency is increased. 

Control concurrency 

The simultaneous execution of transactions over shared databases can create several 
data integrity and consistency problems. 

For example, if too many people are logging in the ATM machines, serial updates and 
synchronization in the bank servers should happen whenever the transaction is done, if 
not it gives wrong information and wrong data in the database. 

Main problems in using Concurrency 

The problems which arise while using concurrency are as follows − 

 Updates will be lost − One transaction does some changes and another 

transaction deletes that change. One transaction nullifies the updates of another 
transaction. 

 Uncommitted Dependency or dirty read problem − On variable has updated in 

one transaction, at the same time another transaction has started and deleted the 
value of the variable there the variable is not getting updated or committed that has 
been done on the first transaction this gives us false values or the previous values 

of the variables this is a major problem. 
 Inconsistent retrievals − One transaction is updating multiple different variables, 

another transaction is in a process to update those variables, and the problem 

occurs is inconsistentycy of the same variable in different instances. 

Concurrency control techniques 

The concurrency control techniques are as follows − 

Locking 

Lock guaranties exclusive use of data items to a current transaction. It first accesses the 
data items by acquiring a lock, after completion of the transaction it releases the lock.  

Types of Locks 

The types of locks are as follows − 

 Shared Lock [Transaction can read only the data item values] 
 Exclusive Lock [Used for both read and write data item values] 



Time Stamping 

Time stamp is a unique identifier created by DBMS that indicates relative starting time of 
a transaction. Whatever transaction we are doing it stores the starting time of the 
transaction and denotes a specific time. 

This can be generated using a system clock or logical counter. This can be started 
whenever a transaction is started. Here, the logical counter is incremented after a new 
timestamp has been assigned. 

 

Lock-Based Protocol 

In this type of protocol, any transaction cannot read or write data until it acquires an 

appropriate lock on it. There are two types of lock: 

1. Shared lock: 

o It is also known as a Read-only lock. In a shared lock, the data item can only read by the 

transaction. 

o It can be shared between the transactions because when the transaction holds a lock, then 

it can't update the data on the data item. 

2. Exclusive lock: 

o In the exclusive lock, the data item can be both reads as well as written by the transaction. 

o This lock is exclusive, and in this lock, multiple transactions do not modify the same data 

simultaneously. 

There are four types of lock protocols available: 

1. Simplistic lock protocol 

It is the simplest way of locking the data while transaction. Simplistic lock-based protocols 

allow all the transactions to get the lock on the data before insert or delete or update on 

it. It will unlock the data item after completing the transaction. 

2. Pre-claiming Lock Protocol 



o Pre-claiming Lock Protocols evaluate the transaction to list all the data items on which 

they need locks. 

o Before initiating an execution of the transaction, it requests DBMS for all the lock on all 

those data items. 

o If all the locks are granted then this protocol allows the transaction to begin. When the 

transaction is completed then it releases all the lock. 

o If all the locks are not granted then this protocol allows the transaction to rolls back and 

waits until all the locks are granted. 

 

 
 

3. Two-phase locking (2PL) 

o The two-phase locking protocol divides the execution phase of the transaction into three 

parts. 

o In the first part, when the execution of the transaction starts, it seeks permission for the 

lock it requires. 

o In the second part, the transaction acquires all the locks. The third phase is started as soon 

as the transaction releases its first lock. 

o In the third phase, the transaction cannot demand any new locks. It only releases the 

acquired locks. 



 

 
 

There are two phases of 2PL: 

Growing phase: In the growing phase, a new lock on the data item may be acquired by 

the transaction, but none can be released. 

Shrinking phase: In the shrinking phase, existing lock held by the transaction may be 

released, but no new locks can be acquired. 

In the below example, if lock conversion is allowed then the following phase can happen:  

1. Upgrading of lock (from S(a) to X (a)) is allowed in growing phase. 

2. Downgrading of lock (from X(a) to S(a)) must be done in shrinking phase. 

Example: 



 

 
 

The following way shows how unlocking and locking work with 2-PL. 

Transaction T1: 

o Growing phase: from step 1-3 

o Shrinking phase: from step 5-7 

o Lock point: at 3 

Transaction T2: 

o Growing phase: from step 2-6 

o Shrinking phase: from step 8-9 

o Lock point: at 6 



4. Strict Two-phase locking (Strict-2PL) 

o The first phase of Strict-2PL is similar to 2PL. In the first phase, after acquiring all the locks, 

the transaction continues to execute normally. 

o The only difference between 2PL and strict 2PL is that Strict-2PL does not release a lock 

after using it. 

o Strict-2PL waits until the whole transaction to commit, and then it releases all the locks at 

a time. 

o Strict-2PL protocol does not have shrinking phase of lock release. 

 

 
 

It does not have cascading abort as 2PL does. 

 

What are Deadlocks? 

Deadlock is a state of a database system having two or more transactions, when each 
transaction is waiting for a data item that is being locked by some other transaction. A 

deadlock can be indicated by a cycle in the wait-for-graph. This is a directed graph in 
which the vertices denote transactions and the edges denote waits for data items. 

For example, in the following wait-for-graph, transaction T1 is waiting for data item X 

which is locked by T3. T3 is waiting for Y which is locked by T2 and T2 is waiting for Z 
which is locked by T1. Hence, a waiting cycle is formed, and none of the transactions can 
proceed executing. 



 

Deadlock Handling in Centralized Systems 

There are three classical approaches for deadlock handling, namely − 

 Deadlock prevention. 

 Deadlock avoidance. 

 Deadlock detection and removal. 

All of the three approaches can be incorporated in both a centralized and a distributed 
database system. 

Deadlock Prevention 

The deadlock prevention approach does not allow any transaction to acquire locks that 
will lead to deadlocks. The convention is that when more than one transactions request 
for locking the same data item, only one of them is granted the lock. 

One of the most popular deadlock prevention methods is pre-acquisition of all the locks. 
In this method, a transaction acquires all the locks before starting to execute and retains 
the locks for the entire duration of transaction. If another transaction needs any of the 

already acquired locks, it has to wait until all the locks it needs are available. Using this 
approach, the system is prevented from being deadlocked since none of the waiting 
transactions are holding any lock. 

Deadlock Avoidance 

The deadlock avoidance approach handles deadlocks before they occur. It analyzes the 
transactions and the locks to determine whether or not waiting leads to a deadlock. 

The method can be briefly stated as follows. Transactions start executing and request 
data items that they need to lock. The lock manager checks whether the lock is available. 
If it is available, the lock manager allocates the data item and the transaction acquires the 

lock. However, if the item is locked by some other transaction in incompatible mode, the 
lock manager runs an algorithm to test whether keeping the transaction in waiting state 
will cause a deadlock or not. Accordingly, the algorithm decides whether the transaction 

can wait or one of the transactions should be aborted. 

There are two algorithms for this purpose, namely wait-die and wound-wait. Let us 
assume that there are two transactions, T1 and T2, where T1 tries to lock a data item 

which is already locked by T2. The algorithms are as follows − 

 Wait-Die − If T1 is older than T2, T1 is allowed to wait. Otherwise, if T1 is younger 
than T2, T1 is aborted and later restarted. 

 Wound-Wait − If T1 is older than T2, T2 is aborted and later restarted. Otherwise, 
if T1 is younger than T2, T1 is allowed to wait. 

Deadlock Detection and Removal 



The deadlock detection and removal approach runs a deadlock detection algorithm 
periodically and removes deadlock in case there is one. It does not check for deadlock 

when a transaction places a request for a lock. When a transaction requests a lock, the 
lock manager checks whether it is available. If it is available, the transaction is allowed to 
lock the data item; otherwise the transaction is allowed to wait. 

Since there are no precautions while granting lock requests, some of the transactions 
may be deadlocked. To detect deadlocks, the lock manager periodically checks if the 
wait-forgraph has cycles. If the system is deadlocked, the lock manager chooses a victim 

transaction from each cycle. The victim is aborted and rolled back; and then restarted 
later. Some of the methods used for victim selection are − 

 Choose the youngest transaction. 

 Choose the transaction with fewest data items. 

 Choose the transaction that has performed least number of updates. 

 Choose the transaction having least restart overhead. 

 Choose the transaction which is common to two or more cycles. 

This approach is primarily suited for systems having transactions low and where fast 
response to lock requests is needed. 

Deadlock Handling in Distributed Systems 

Transaction processing in a distributed database system is also distributed, i.e. the same 

transaction may be processing at more than one site. The two main deadlock handling 
concerns in a distributed database system that are not present in a centralized system 
are transaction location and transaction control. Once these concerns are addressed, 

deadlocks are handled through any of deadlock prevention, deadlock avoidance or 
deadlock detection and removal. 

Transaction Location 

Transactions in a distributed database system are processed in multiple sites and use 
data items in multiple sites. The amount of data processing is not uniformly distributed 

among these sites. The time period of processing also varies. Thus the same transaction 
may be active at some sites and inactive at others. When two conflicting transactions are 
located in a site, it may happen that one of them is in inactive state. This condition does 

not arise in a centralized system. This concern is called transaction location issue. 

This concern may be addressed by Daisy Chain model. In this model, a transaction 
carries certain details when it moves from one site to another. Some of the details are the 

list of tables required, the list of sites required, the list of visited tables and sites, the list 
of tables and sites that are yet to be visited and the list of acquired locks with types. After 
a transaction terminates by either commit or abort, the information should be sent to all 
the concerned sites. 

Transaction Control 



Transaction control is concerned with designating and controlling the sites required for 
processing a transaction in a distributed database system. There are many options 

regarding the choice of where to process the transaction and how to designate the center 
of control, like − 

 One server may be selected as the center of control. 

 The center of control may travel from one server to another. 

 The responsibility of controlling may be shared by a number of servers. 

Distributed Deadlock Prevention 

Just like in centralized deadlock prevention, in distributed deadlock prevention approach, 
a transaction should acquire all the locks before starting to execute. This prevents 

deadlocks. 

The site where the transaction enters is designated as the controlling site. The controlling 
site sends messages to the sites where the data items are located to lock the items. Then 

it waits for confirmation. When all the sites have confirmed that they have locked the data 
items, transaction starts. If any site or communication link fails, the transaction has to wait 
until they have been repaired. 

Though the implementation is simple, this approach has some drawbacks −  

 Pre-acquisition of locks requires a long time for communication delays. This 
increases the time required for transaction. 

 In case of site or link failure, a transaction has to wait for a long time so that the 
sites recover. Meanwhile, in the running sites, the items are locked. This may 
prevent other transactions from executing. 

 If the controlling site fails, it cannot communicate with the other sites. These sites 
continue to keep the locked data items in their locked state, thus resulting in 
blocking. 

Distributed Deadlock Avoidance 

As in centralized system, distributed deadlock avoidance handles deadlock prior to 
occurrence. Additionally, in distributed systems, transaction location and transaction 

control issues needs to be addressed. Due to the distributed nature of the transaction, 
the following conflicts may occur − 

 Conflict between two transactions in the same site. 

 Conflict between two transactions in different sites. 

In case of conflict, one of the transactions may be aborted or allowed to wait as per 
distributed wait-die or distributed wound-wait algorithms. 

Let us assume that there are two transactions, T1 and T2. T1 arrives at Site P and tries 
to lock a data item which is already locked by T2 at that site. Hence, there is a conflict at 
Site P. The algorithms are as follows − 

 Distributed Wound-Die 



o If T1 is older than T2, T1 is allowed to wait. T1 can resume execution after 
Site P receives a message that T2 has either committed or aborted 

successfully at all sites. 
o If T1 is younger than T2, T1 is aborted. The concurrency control at Site P 

sends a message to all sites where T1 has visited to abort T1. The controlling 

site notifies the user when T1 has been successfully aborted in all the sites. 
 Distributed Wait-Wait 

o If T1 is older than T2, T2 needs to be aborted. If T2 is active at Site P, Site 

P aborts and rolls back T2 and then broadcasts this message to other 
relevant sites. If T2 has left Site P but is active at Site Q, Site P broadcasts 
that T2 has been aborted; Site L then aborts and rolls back T2 and sends 

this message to all sites. 
o If T1 is younger than T1, T1 is allowed to wait. T1 can resume execution 

after Site P receives a message that T2 has completed processing. 

Distributed Deadlock Detection 

Just like centralized deadlock detection approach, deadlocks are allowed to occur and 
are removed if detected. The system does not perform any checks when a transaction 
places a lock request. For implementation, global wait-for-graphs are created. Existence 
of a cycle in the global wait-for-graph indicates deadlocks. However, it is difficult to spot 

deadlocks since transaction waits for resources across the network. 

Alternatively, deadlock detection algorithms can use timers. Each transaction is 
associated with a timer which is set to a time period in which a transaction is expected to 

finish. If a transaction does not finish within this time period, the timer goes off, indicating 
a possible deadlock. 

Another tool used for deadlock handling is a deadlock detector. In a centralized system, 

there is one deadlock detector. In a distributed system, there can be more than one 
deadlock detectors. A deadlock detector can find deadlocks for the sites under its control. 
There are three alternatives for deadlock detection in a distributed system, namely. 

 Centralized Deadlock Detector − One site is designated as the central deadlock 

detector. 
 Hierarchical Deadlock Detector − A number of deadlock detectors are arranged 

in hierarchy. 

 Distributed Deadlock Detector − All the sites participate in detecting deadlocks 
and 

 

 

Crash Recovery 

DBMS is a highly complex system with hundreds of transactions being executed every 
second. The durability and robustness of a DBMS depends on its complex architecture 

and its underlying hardware and system software. If it fails or crashes amid transactions, 



it is expected that the system would follow some sort of algorithm or techniques to recover 
lost data. 

Failure Classification 

To see where the problem has occurred, we generalize a failure into various categories, 

as follows − 

Transaction failure 

A transaction has to abort when it fails to execute or when it reaches a point from where 
it can’t go any further. This is called transaction failure where only a few transactions or 
processes are hurt. 

Reasons for a transaction failure could be − 

 Logical errors − Where a transaction cannot complete because it has some code 
error or any internal error condition. 

 System errors − Where the database system itself terminates an active 
transaction because the DBMS is not able to execute it, or it has to stop because 
of some system condition. For example, in case of deadlock or resource 

unavailability, the system aborts an active transaction. 

System Crash 

There are problems − external to the system − that may cause the system to stop abruptly 
and cause the system to crash. For example, interruptions in power supply may cause 
the failure of underlying hardware or software failure. 

Examples may include operating system errors. 

Disk Failure 

In early days of technology evolution, it was a common problem where hard-disk drives 
or storage drives used to fail frequently. 

Disk failures include formation of bad sectors, unreachability to the disk, disk head crash 
or any other failure, which destroys all or a part of disk storage. 

Storage Structure 

We have already described the storage system. In brief, the storage structure can be 

divided into two categories − 

 Volatile storage − As the name suggests, a volatile storage cannot survive system 
crashes. Volatile storage devices are placed very close to the CPU; normally they 

are embedded onto the chipset itself. For example, main memory and cache 
memory are examples of volatile storage. They are fast but can store only a small 
amount of information. 

 Non-volatile storage − These memories are made to survive system crashes. 
They are huge in data storage capacity, but slower in accessibility. Examples may 



include hard-disks, magnetic tapes, flash memory, and non-volatile (battery backed 
up) RAM. 

Recovery and Atomicity 

When a system crashes, it may have several transactions being executed and various 

files opened for them to modify the data items. Transactions are made of various 
operations, which are atomic in nature. But according to ACID properties of DBMS, 
atomicity of transactions as a whole must be maintained, that is, either all the operations 

are executed or none. 

When a DBMS recovers from a crash, it should maintain the following − 

 It should check the states of all the transactions, which were being executed. 

 A transaction may be in the middle of some operation; the DBMS must ensure the 
atomicity of the transaction in this case. 

 It should check whether the transaction can be completed now or it needs to be 

rolled back. 
 No transactions would be allowed to leave the DBMS in an inconsistent state. 

There are two types of techniques, which can help a DBMS in recovering as well as 
maintaining the atomicity of a transaction − 

 Maintaining the logs of each transaction, and writing them onto some stable 
storage before actually modifying the database. 

 Maintaining shadow paging, where the changes are done on a volatile memory, 

and later, the actual database is updated. 

Log-based Recovery 

Log is a sequence of records, which maintains the records of actions performed by a 
transaction. It is important that the logs are written prior to the actual modification and 
stored on a stable storage media, which is failsafe. 

Log-based recovery works as follows − 

 The log file is kept on a stable storage media. 
 When a transaction enters the system and starts execution, it writes a log about it.  

<Tn, Start> 

 When the transaction modifies an item X, it write logs as follows − 
<Tn, X, V1, V2> 

It reads Tn has changed the value of X, from V1 to V2. 

 When the transaction finishes, it logs − 
<Tn, commit> 

The database can be modified using two approaches − 



 Deferred database modification − All logs are written on to the stable storage 
and the database is updated when a transaction commits. 

 Immediate database modification − Each log follows an actual database 
modification. That is, the database is modified immediately after every operation. 

Recovery with Concurrent Transactions 

When more than one transaction are being executed in parallel, the logs are interleaved. 
At the time of recovery, it would become hard for the recovery system to backtrack all 

logs, and then start recovering. To ease this situation, most modern DBMS use the 
concept of 'checkpoints'. 

Checkpoint 

Keeping and maintaining logs in real time and in real environment may fill out all the 
memory space available in the system. As time passes, the log file may grow too big to 

be handled at all. Checkpoint is a mechanism where all the previous logs are removed 
from the system and stored permanently in a storage disk. Checkpoint declares a point 
before which the DBMS was in consistent state, and all the transactions were committed. 

Recovery 

When a system with concurrent transactions crashes and recovers, it behaves in the 
following manner − 

 
 The recovery system reads the logs backwards from the end to the last checkpoint.  

 It maintains two lists, an undo-list and a redo-list. 
 If the recovery system sees a log with <Tn, Start> and <Tn, Commit> or just <Tn, 

Commit>, it puts the transaction in the redo-list. 

 If the recovery system sees a log with <Tn, Start> but no commit or abort log found, 
it puts the transaction in undo-list. 

All the transactions in the undo-list are th 

 

 

Failure Classification in DBMS 
 Difficulty Level : Easy 
 Last Updated : 03 Feb, 2022 

Failure in terms of a database can be defined as its inability to execute the 
specified transaction or loss of data from the database. A DBMS is vulnerable to 
several kinds of failures and each of these failures needs to be managed 
differently. There are many reasons that can cause database failures such as 
network failure, system crash, natural disasters, carelessness, 
sabotage(corrupting the data intentionally), software errors, etc.  

https://www.geeksforgeeks.org/easy/


Failure Classification in DBMS 

A failure in DBMS can be classified as: 

 

Failure Classification in DBMS 

Transaction Failure: 

If a transaction is not able to execute or it comes to a point from where the 
transaction becomes incapable of executing further then it is termed as a failure 
in a transaction. 

Reason for a transaction failure in DBMS: 
1. Logical error: A logical error occurs if a transaction is unable to execute 

because of some mistakes in the code or due to the presence of some internal 
faults. 

2. System error: Where the termination of an active transaction is done by the 
database system itself due to some system issue or because the database 
management system is unable to proceed with the transaction. For example– 
The system ends an operating transaction if it reaches a deadlock condition 
or if there is an unavailability of resources. 

System Crash: 

A system crash usually occurs when there is some sort of hardware or software 
breakdown. Some other problems which are external to the system and cause 
the system to abruptly stop or eventually crash include failure of the transaction, 
operating system errors, power cuts, main memory crash, etc. 

These types of failures are often termed soft failures and are responsible for the 
data losses in the volatile memory. It is assumed that a system crash does not 
have any effect on the data stored in the non-volatile storage and this is known 
as the fail-stop assumption. 

Data-transfer Failure: 

When a disk failure occurs amid data-transfer operation resulting in loss of 
content from disk storage then such failures are categorized as data-transfer 
failures. Some other reason for disk failures includes disk head crash, disk 
unreachability, formation of bad sectors, read-write errors on the disk, etc. 

https://www.geeksforgeeks.org/introduction-of-dbms-database-management-system-set-1/


In order to quickly recover from a disk failure caused amid a data-transfer 
operation, the backup copy of the data stored on other tapes or disks can be 
used. Thus it’s a good practice to backup your data frequently. 

 

 

 

Recovery Algorithm 
        

ARIES recovers from a system crash in three phases. 

  

a) Analysis Pass: This pass determines which transactions to undo, which 

pages were dirty at the time of the crash, and the LSN from which the redo 

pass should start. 

  

b) Redo Pass: This pass starts from a position determined during analysis, 

and performs a redo, repeating history, to bring the database to a state it 

was in before the crash. 

  

c) Undo Pass: This pass rolls back all transactions that were incomplete at 

the time of the crash. 
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